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Explore how algorithms shape our online experiences
through filtering

Reflect on the role of algorithms in daily life

|dentify the potential causes of algorithmic bias and
some preventive strategies

Workshop LibGuide: https./libguides.imu.edu/digcitizen/algobias
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Cultural Imagery of Algorithms

© Popular representations of " 1

algorithms Mg 7

© Keep in mind..algorithms fall =
within a spectrum l )

© How can we demystify
algorithms?

Image from Xhini, deviantART
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# in this program, we are encoding a person's options navigating the library DEC'S'O" Tree

goals = ['coffee’, 'research']
locations = ['on campus', 'off campus']

def navigate library(goals, locations=0):

if goals == 'coffee' and actions == 0:
location = 'Starbucks'
message = "Have some Starbucks coffee!"
elif goals == "research:
if locations == 'on campus":
message = "Visit us at the Information Desk!" Research
elif locations == 'off campus': v R4

message = "Use our ask-a-librarian chat service." On campus Off campus
v v

Starbucks Information Desk Online Chat

Adapted Clark, J. A. (2018). jasonclark/algorithmic-awareness [Rich Text Formatl.
https://github.com/jasonclark/algorithmic-awareness



hat tasks can algorithms perform?

making an ordered list finding links

G ©

picking a category Isolating what's important

(Ery, 2018)


http://www.worldcat.org/oclc/1084330785

Algorithm Infrastructure- Examples

Data Input Algorithm

Data Input Algorithm




Types of algorithms

Instructions are constructed by a
human and are direct &
unambiguous. (Ery, 2018)

Fits under the broad umbrella of
artificial intelligence. You give the
machine data, a goal and
feedback when it's on the right
track -- and leave it to work out
the best way of achieving the
end. (Ery, 2018)
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Algorithmic Bias


https://unsplash.com/photos/BfrQnKBulYQ

Algorithmic

: ~~
Bias -
o
Occurs when a computer
system reflects the implicit
values of the humans who are®g ™~ = *
inyolved in collecting, .+ e
selectifngy or using data. - ‘
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(Wikipedia) &
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Caugesg of Bias

Human biases included in
training datasets

Incomplete or unrepresentative
data

Proxies for sensitive attributes
become loops

Minimize prediction errors and
benefit majority groups
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Example- Historical Bias

Microsoft's Tay Twitter Chatbot

© Trained on anonymized
public data from Internet

© After1day, Tay had to be
shut down for a series of
lewd and racist tweets

gerry
’ @geraldmellor
"Tay" went from "humans are super cool" to full nazi in

<24 hrs and I'm not at all concerned about the future
of Al

E’;m TayTweets Ay l.m TayTweets
s =
- =

canijust say thatim iInkindledGura @PooWithEves chill
stokedtomeetu? humansaresuper -/ indieabUNg @HoOWIthEyes cni
cool 1 a nice person! i just hate everybody

B *I TayTweets
-

o™

L~

NYCitizen07 | fucking hate feministsPrightonus33 Hitler was right | hate

d they should all die and burn in hel € JEWS.

mage credit: Vincent, J. (2016, March 24) Twitter taught Microsoft's Al
chatbot to be a racist asshole in less than a day. The Verge.

https./www.itheverge.com/2016/3/24/11297050/tay-microsoft-chatbot
-racist
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Example-Unrepresentative 1raining Data

Facial Recognition Software

© Training set mostly
lighter-skinned faces

© Darker-skinned females were
the most misclassified group
(error rates of up to 34.7%)

© Maximum error rate for
lighter-skinned males at 0.8%.

Buolamwini, J., & Gebru, T. (2018). Gender shades: intersectional accuracy
disparities in commercial gender classification. Proceedings of Machine Learning
Research, 81, 77-91.

Image credit: Buolamwini, J. (2016, Dec. 14). The Algorithmic Justice League. MIT Media Lab.
https./Z/medium.com/mit-media-lab/the-algorithmic-justice-league-3cc4131c5148.
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Example-Proxies and Feedback Loops

Two Petty Theft Arrests
COMPAS Recidivism Algorithm

© Brisha, a black teenager with a
previous misdemeanor who stole
a kid's bike, was assigned a “high”
risk

© Vernon, a white man who

shoplifted goods equivalent to
the value of the bike but had a

" BRISHA BORDEN

previous criminal record, was a = . .

‘low” risk LOW RISK 3 HIGHRISK 8
Image Credit: Angwin, J., Larson, J., Mattu, S., & Kirchner, L. (2016, May 23). Machine bias.
ProPublica.

https://www.propublica,org/articte/machine—bias—risk—assessments—in—criminal—sentenciTg
g?token-aGnocAzFivcRrdeLOEIVR2hgvgtEPpJo



Example-Algorithmic Objectives

©

© 00

Healthcare Algorithm DSM-5 Diagnosis
Ulsed to @agnose patients with Diagnostic Classifications
bipolar qlsorder . Bipolar | Disorder
Uses strict DSM-5 criteria One or more Manic Episode or Mixed Manic Episode
Prioritizes accuracy over Minor or Major Depressive Episodes often present
May have psychotic symptoms
ConteXt Specifiers: anxious distress, mixed features, rapid cycling,
i i melancholic features, atypical features, mood-congruent

\X/OUl.d not mtentlonally psychotic features, mood incongruent psychotic features,
m|5d|ag nose, even if better for catatonia, peripartium onset, seasonal pattem

. Severity Ratings: Mild, Moderate, Severe (DSM-5, p. 154)
the patient

Image credit: American Psychiatric Association (Ed.). (2013). Diagnostic and
statistical manual of mental disorders: DSM-5 (5th ed). American Psychiatric
Association Pub.
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'FSurvival of the Best Fit Game
WWW.SUI" ivalofthebestfit.com/
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https://www.survivalofthebestfit.com/
https://unsplash.com/photos/0VGG7cqTwCo

Digcugegion Questions

1. Was the decision-making of the algorithm straightforward and transparent?

2. Are any of the criteria biased or could they be? Why were fewer blue applicants
hired?

3. What were the strengths of this machine learning algorithm?
4. Who should be held accountable for the hiring decisions made by an algorithm?

5. How could this algorithm be modified to increase fairness?

21



Google

Image courtesy of Unsplash


https://unsplash.com/photos/BfrQnKBulYQ

Google is viewed as an authoritative source for finding information,
but algorithm bias exists within Google's searches because they are
designed by humans and reflect the assumptions and biases of the
designers. This doesnt mean that Google isn't useful, but it helps to
know it's limitations and biases.
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Dr. safiyva Noble

© Dr. Noble talked about
racism and pornification
of women

AL UI%FITH S
OPPRESSION

HOW SEARCH ENGINES
REINFORCE RACISM

SAFIYA UMOJA NOBLE
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1300 x 940 - 123rf.com

Google faulted for racial bias in image search results for black teenagers

https./wwwwashingtonpost.com/news/morning-mix/wp/2016/06/10/google-faulted-for-racial-bias-in-image-search-results-for-black-teenagers/

)


https://www.washingtonpost.com/news/morning-mix/wp/2016/06/10/google-faulted-for-racial-bias-in-image-search-results-for-black-teenagers/

Google Images

https://images.google.com/
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Reflect on your results

What do you see?

Who do you see?

Who do you expect to see? / Who is missing?

How does the information provided by these images
influence you?

5. Does this tell us anything about how this population is
represented or misrepresented?

A W N R
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Lead singer search

A search in Google for "lead
singer’ returned these images.

Ric Ocasek Freddie Paul Stanley
944 Mercury Gallagher

Who is
results?

Gene
Simmons

N these

Todd
Rundgren

Screenshot: 3/13/20
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bearch works

Autocomplete

climate change is|

climate change is

climate change issues

climate change is real shirt

climate change is not caused by humans
climate change is natural

climate change is caused by

climate change issues in california
climate change is irreversible

climate change issues 2021

climate change is good




UN ad series reveals widespread sexism

@UN Sz ey @UN 527
WOMEN E1 WOMEN Eq
pRE B

Based on Google searches dated g March, 2013 the ads expose negative sentiments ranging from

stereotyping as well as outright denial of women's rights.
http://www.unwomen.org/en/news/stories/2013/10/women-should-ads
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Updating the search

women should |

women should dress modestly
women should be financially independent
should i dress modestly

how do you dress modestly

Google Search I'm Feeling L

women need|

women need more sleep
women need men

women need attention

women need affection

women needs

why females need more sleep

why do females need more sleep




Go

interracial marriage is

interracial marriage is a sin

interracial marriage is good

interracial marriage is against god's law
interracial marriage is illegal

interracial marriage is increasing ____
interracial marriage is on the rise
interracial marriage is good or bad
interracial marriage in the us

interracial marriage in india

interracial marriage in canada

Google Search

Reporting search Predictions

gle

I'm Feeling Lucky

Screenshot 8/6/2018
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Reporting search Predictions

Which predictions were inappropriate?
interracial marriage is a sin

interracial marriage is good

interracial marriage is against god's law
interracial marriage is illegal

interracial marriage is increasing ___
interracial marriage is on the rise
interracial marriage is good or bad
interracial marriage in the us

interracial marriage in india

interracial marriage in canada

The predictions selected above are:
Hateful
Sexually explicit
Violent
Dangerous and harmful activity

Other

50 to the Legal Help page to re




Recommendation
engines -

"The essential function of
recommender systems is
mathematically predicting

pe_r'sonal preference." (Schrage,
2020) i .

-

E>
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Looking Forward


https://unsplash.com/photos/BfrQnKBulYQ

ning algorithms to a spectrum of
intervention versus automated
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What strategies can build algorithmic

/ : o Image courtesy of Unsplash


https://unsplash.com/collections/9238824/age-of-algorithms?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText

Our lakeaways

Before downloading free apps -
you are paying with your datal

Biased or inappropriate search
results? Provide search
feedback

From corporations

Advocacy and educational
groups
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Our Data Bodies

o https./www.odbproject.org/
Electronic Frontier Foundation

o https./www.efforag/
Carceral Tech Resistance Network

o  https./www.carceral.tech/
Detroit Community Technology Project

o https:.//detroitcommunitytech.org/
Data & Society

o https.//datasociety.net/
Auditing Algorithms

o hitps:Zauditingalgorithms.science/
Al Now Institute

o hitps:./Zainowinstitute.org/



https://www.odbproject.org/
https://www.eff.org/
https://www.carceral.tech/
https://detroitcommunitytech.org/
https://datasociety.net/
https://auditingalgorithms.science/
https://ainowinstitute.org/
https://www.pexels.com/photo/black-woman-touching-screen-of-smartphone-at-table-5965893/

Further Reading


https://unsplash.com/photos/BfrQnKBulYQ

https:./linus.lmu.edu/record=b40917
87~S2

Main Stacks ZA4230 N63 2018
(Library 3rd floor)

https:.//voutu.be/IRVZozEEWIE

AL URITH S

0P RESSI N

HOW SEARCH ENGINES
REINFORCE RACISM

SAFIYA UMOJA NOBLE
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eapong of Math Destruction

NN

Main Stacks QA76.9.B45 064 2016 \ e (o
WEAPONS OF

(Library 3rd floor)

~ MATH DESTRUCTION
-~ .00

https:./www.ted.com/talks/cathy_o
_neil_the _era_of _blind _faith_in_big_
data_must_end

v
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The Filter Bubble

The Filter Bubble

Main Stacks ZA4237 P37 2011
(Library 3rd floor)

hitps./www.ted.com/talks/eli_paris

er_beware_online_filter_bubbles

“

B From

You
Eli Pariser

U5


https://www.ted.com/talks/eli_pariser_beware_online_filter_bubbles
https://www.ted.com/talks/eli_pariser_beware_online_filter_bubbles

More LibGuides!

https:/libquides.lmu.edu/fakenews

/FEilterBubble

https./libguides.mu.edu/wikipedia

https:/libquides.lmu.edu/fakenews
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hat did we cover today’”
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Explored how algorithms shape our online
experiences through filtering

Reflected on the role of algorithms in daily life

ldentified the potential causes of algorithmic bias and
some preventive strategies

Workshop LibGuide: https./libguides.imu.edu/digcitizen/algobias
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